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ABSTRACT 
In this paper we study the influence of semantics in the information retrieval 

preprocessing. We concretely compare the reached performance with stemming and 
semantic lemmatization as preprocessing. Three techniques are used in the study: the 
direct use of a weighted matrix, the SVD technique in the LSI model and the bisecting 
spherical k-means clustering technique. Although the results seem not to be very 
promising, we believe that they should be improved in the future. 

1. BACKGROUND AND MOTIVATION 
The Information Retrieval (IR) models used in this work are classified within the 

vector space model, included in the classic model. The actual models used are the 
generalized vector space model and the Latent Semantic Indexing (LSI) [1]. These models 
are based in the well-known matrix of terms by documents, which generally is a weighted 
matrix and rarely a frequency matrix [2]. 

The terms by documents matrix is constructed from a collection of documents. The 
process to obtain this matrix requires a preprocessing of that collection. There are various 
techniques in the preprocessing part, each one handle one or more aspects, i.e. reduce the 
number of terms that represent the collection, treatment of related words, etc.  

After the preprocessing of the collection, a frequency matrix is constructed, which 
usually is transformed to a weighted matrix. There are many schemes to weight a frequency 
matrix, but a reasonable election is to use “term frequency” as the term frequency 
component and to use “inverse document frequency” as the collection frequency 
component [14], this scheme is used in this work. 

With the weighted matrix we model the information retrieval system induced by the 
document collection. But we assume, too, two others models, a LSI model (using the SVD 
technique) and a clustering model (using the bisecting spherical k-means algorithm [9]). 

The criteria used to evaluate the experiments, has been the average precision-recall 
ratio [1]: 
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where )(rP  is the average precision at the recall level r, Nq is the number of queries used, 
and Pi(r) is the precision at recall level r for the i-th query. To get each Pi(r), first we 
evaluate the i-th query obtaining a sorted document set ordered descendently by relevance. 
Then we calculate the precision each time a relevant document appears in the answering 
set. In this data set we have interpolated 11 standard recall levels as follows [1]: Let 
rj∈{0,...,10}, be a reference to the j-th standard recall level. Then, )(max)(
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An important problem in IR is to relate different words but with the “same” 
information in order to perform a conceptual or semantic search (i.e., based on the meaning 
of the words). Therefore, it is necessary to take into account synonyms and words which 
refer to the same concept. Stemming handles the problem of related words, joining words 
with the same root, but ignoring synonyms. This work investigates the use of semantic 
lemmatization, indexing documents and queries with word senses [8]. 

2.- PREPROCESSING 
The preprocessing basically consis ts of a process to optimize the list of terms that 

identify the collection, which is previous to the query process. This optimization can be 
focused to reduce the number of terms eliminating those with poor information. For 
example, the use of stop words or heuristic methods. In the more basic case of 
preprocessing, a list of stop words is used to reduce the number of terms that identify the 
collection. The included terms in the stop words list do not provide information about; 
typically, these words are prepositions, articles, etcetera [1]. The heuristic methods are used 
to eliminate the terms that appear in fewer documents or in lot of them. The optimization 
can be also focused to join related terms. This association can be by the root of the words 
(stemming) or by synonymous words (semantic lemmatization). In the semantic 
lemmatization, the problem of polysemy has to be taken into account.  

2.1.- Stemming 
The words usually have different morphological variants with similar semantic 

interpretations and would be considered as the same term in information retrieval systems. 
For this purpose various stemming algorithms (or stemmers) have been developed. They 
attempt to reduce a word to its stem or root form. Moreover, this joins words with the same 
information to a single term, it also reduces the number of terms that identify the document 
collection. This issue is very important because reduces the storage space and 
computational time [12]. 

There are many stemmers but we have selected the Paice stemming algorithm [6], a 
heavy stemmer because it has a better behaviour with the document collection used in 
experimental study [9].  

2.2.- Semantic Lemmatization 
The vector space model was used for coding the documents. Each document was 

represented by a term vector. The classical vector space model for IR is shown to give 
better results if senses are chosen as the indexing space instead of word forms (i.e., terms): 
up to 29% improvement in the experimental results was obtained for a manually 
disambiguated test collection derived from the SemCor [8]. The representation of a 
document through a vector of synomyms of its terms, would allow for performing a 
semantic search.  

Due to the phenomenon of polysemy, it is important to identify the exact meaning 
of each term. The disambiguation of the meaning of the term is obtained through its context 
(the portion of the text in which it is embedded), an ontology and a collection of sense- 
tagged samples, in case of using a supervised method. As external lexical resource we have 
used the WordNet ontology [10], which is based on the concept of synset (set of 
synonyms). In the WordNet, a polysemic term belongs to more than one synset. The 
ontology is partitioned into three hierarchies, each one associated to a syntactical category 
(nouns, verbs, adjectives+adverbs). Therefore, in order to perform the Word Sense 
Disambiguation (WSD) task, each term of a document needs first to be sintactically tagged 
(as noun, verb, adjective or adverb) according to its syntactical category. This Part-Of-



Speech (POS) task is performed by the TnT POS-tagger [18]. The POS-tagged vector of a 
document is used as input data for the supervised sense-tagger [11]. The final output is a 
sense-tagged vector, that is, tagged with the synsets of the terms of the document. 

The semantic preprocessing was carried out for the documents of the collection, as 
well as for the queries. In the final vectors of the documents and the queries, those terms 
which were not sense-tagged were removed. 

3.- TECHNIQUES FOR IR 

3.1.- LSI Technique  
There are several techniques in the LSI model. We have selected the SVD (Singular  

Value Decomposition) technique for its characteristics [2][4]. It is normally sufficient and 
even better to calculate a part of the spectrum of the singular values of the matrix. In this 
context it is defined a partial SVD of an arbitrary matrix M, the problem of finding p 
singular values and its corresponding right and left singular vectors. In other words, we 
must find p numbers σ1≥σ2≥...≥σp≥0 and p vectors m

iu ℜ∈  and n
iv ℜ∈  such that [5][7]: 
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The evaluation of queries within the SVD technique is based on the calculation of 
the angle between the query vector with all the document vectors of the collection. Taking 
into account the expression defined in (1) and that 1

2
=q  we obtain: 
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where jm  is the document vector, q is the column vector that represents the query, je  is the 

j-th canonical vector of dimension n (number of documents) and j
T
ppj eVs Σ=  [2]. 

3.2.- Clustering Technique  
The clustering technique used in this work to evaluate semantic lemmatization is the 

Bisecting-Spherical K-Means [9]. This algorithm tries to join the advantages of the 
Bisecting K-Means algorithm [15][16] with the advantages of a modified version of the 
Spherical K-Means [3]. 

The Bisecting-Spherical K-Means clustering algorithm tries to find k disjoint 
clusters { }k

jj 1=
π , from the document collection expressed by matrix M such that it maximizes 

the following objective function: 
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where cj is the normalised centroid or concept vector of the cluster jπ , which it is 
calculated given the following expression: 
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where nj is the number of documents in the cluster jπ . 

Algorithm 1. Bisecting-Spherical K-Means algorithm. 
Step 1. Calculate k  initial clusters with the Bisection K-Means algorithm described in [15][16]: 
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Step 2. Calculate the new partition { }k
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Step 3. Calculate the concept vectors associated to the new clusters { }k

jj
tc 1
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+ , using expression (3) 

Step 4. When the stopping criteria is fulfilled, return { }k
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increment t=t+1  and go to step 2 

The stopping criteria (a relative error) used in algorithm 1 is the following: 

2

1
)1(

1
)1(

1
)(

101
)}({

)}({)}({
−

=
+

=
+

= ×=≤
−

ε
π

ππ
k
jj

t

k
jj

tk
jj

t

f

ff

 

4.- EXPERIMENTAL RESULTS 

4.1.- Case of Study 
The collection used for the experiments contains articles from the 1963 Time 

Magazine and were compiled from ftp://ftp.cs.cornell.edu/pub/smart/time/ site. A total 
number of 425 documents have been parsed, with an average of 546 words and 53 lines per 
document. The contents referred to world news, especially politics frequently mentioning 
the following words: nato, african, Nasser, political, communist, regime, said, China, 
Europe, nuclear, Germany, Khrushchev, Gaulle, president, soviet, Moscow. Which in fact, 
reminded us of the typical news contents available in the cold war era. We have used the 
same stop words list included on the web site to maintain consistency. 

Query statistics were also obtained for the query collection, formed by a total of 83 
queries with an average of 15 words and one line per query. Some of the most frequent 
words used in the queries were: arab, federation, british, chinese, nuclear, nato, britain, 
Indonesia, soviet, Syria, minister, political, Kennedy, Germany, treaty, communist, 
Khrushchev, president. 

4.2.- Comparisons  
Only the most representative results of the study are presented: concretely, the 

weight, SVD and clustering comparisons between semantic lemmatization and stemming. 
All the comparisons are done with the average precision-recall criterion. 

 
Figure 1. Weight comparison. Semantic lemmatization vs. Stemming. 

 
When we compare the performance working with the weighted matrix (Figure 1), 

clearly the stemming preprocessing is better than semantic lemmatization preprocessing. 
The differences are not very great but significant.  



 
Figure 2. SVD comparison. Semantic lemmatization vs. Stemming. 

Figure 2 compares the performance obtained with the SVD technique (within LSI 
model), concretely the optimal versions. In others words, in the SVD technique we can use 
a different number of singular values to do the approximation. Then, Figure 2 shows the 
reached performance with the number of singular values that improve the performance. In 
this figure it is also presented that stemming outperforms semantic lemmatization (the 
differences are approximately the same of Figure 1).  

 

 
Figure 3. Clustering comparison. Semantic lemmatization vs. Stemming. 

Finally, we present the comparison of the clustering case with the optimal number 
of clusters. Once again, the use of stemming preprocessing causes better performance than 
the semantic lemmatization, even if in this case the differences are more pronounced than in 
the previous cases.   

In all the studied cases, the semantic lemmatization preprocessing has a worse 
performance than the stemming preprocessing, although their behaviours are similar. We 
can observe that the performance of the semantic lemmatization with the SVD is slightly 
better than the semantic lemmatization with the rest of the methods. It should be possible to 
improve the semantic lemmatization preprocessing and obtain better results. First, it is 
necessary to understand the reasons which cause such low results.  

5.- CONCLUSIONS AND FURTHER WORK 
The results were not so good as we hoped. We think that the poor performance is 

produced by mainly two reasons. First, indexing by synsets can be very helpful for text 
retrieval only if the error rate is below 30% [8]. Unfortunately, the state-of-the-art of WSD 
techniques performs with error rates from 30% to 60% which cannot guarantee better 
results than standard word indexing. Second, the semantic lemmatization relates synonyms 
when they are in the same morphologic group, but does not join related words as the 
stemming preprocessing does. This last aspect is very important for the text retrieva l task. 



Another possible reason could also due to the removal of the not sense-tagged terms (less 
terms are relevant for each document). 

To improve the reached performance it should be interesting to study the use of 
morphologic lemmatization instead of stemming, and compare the results with those 
obtained with the semantic lemmatization. Moreover, it would be important to repeat the 
study with more document collections (e.g. [17]) in order to verify that the problem is not 
caused by the specific collection nature (politic text, many own names, little variety of 
subjects, etc.). As further work, we plan to simply applying the query expansion technique, 
expanding only the user’s query with its synonyms, as well as to compare the results when 
an unsupervised WSD method is used [13]. 
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